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In this day and age of advanced technology, devices that are connected 

to the Internet and can think are a big part of both our everyday lives and 

the work we do in factories. The number of Internet of Things devices has 

been steadily increasing from one year to the next, and it is expected that 

by 2030, there will be 126 billion of them. On the other hand, the number 

of distributed denial of service, or DDoS, attacks on the Internet's surface 

has gone up as the number of Internet of Things devices has grown. 

Because IoT devices are limited in what they can do, it's important to 

come up with some advanced security techniques to protect the DDoS 

surface. Because of this, people who want to take control of an Internet 

of Things device can attack it. This thesis uses the CICDoS2019 dataset 

to improve how bugs are handled and build a new taxonomy that can 

handle DDoS attacks better. In the end, this will make the defense against 

these kinds of attacks stronger. In this paper, the DNN and the LSTMs 

methods to find distributed denial of service threats (SNMP, NetBIOS, 

DNS). With our suggested method, accuracy rates of 99.99% have been 

reached. 
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1. Introduction 

In this age of technology, people communicate the most. People need the internet, which is an important part of their 

lives, to meet this need. People can talk to each other more easily now that the internet is everywhere. The Internet, which is 

often called the "Internet of things" (IoT), is used more and more in businesses and everyday life. IoT-based connecting 

devices are small and easy to carry, and they can share information between people without a person being there. [1, 2]. We 
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can use IoT-based devices in our everyday lives, like when we build an intelligent home, factory, or farm. Previous research 

[3] suggests that by the year 2023, about 125 billion IoT-based devices will be a part of our everyday lives. [Needs citation] On 

the other hand, IoT-based devices will be more likely to be attacked by DDoS attacks if they don't have low-level security 

settings. DDoS stands for "distributed denial of service." Because these devices only have a small amount of processing 

power and memory, they can't stop sophisticated Distributed Denial of Service (DDoS) attacks. Because of this, building or 

improving Internet of Things base devices that can handle complicated security problems is important and a top priority. If 

these devices don't get updates, the risk of a distributed denial of service (DDoS) attack may go up, which could affect the 

Internet of Things base devices that people use. [4,5]. 

The poisonous truck is on the move, and DDoS attacks have hurt network performance. This means that IoT devices have 

less bandwidth and resources to use when doing computation tasks. There have been DDoS attacks against the system, 

which has stopped the services. DoS attacks are talked about in the article [6], which was written by its authors, in a much 

broader way. The user device has been hit by a series of coordinated attacks, which have taken control of all of the victim's 

working devices and the system they make up. This kind of attack is called a Botnet DoS attack. In this day and age, the 

technology behind the internet is changing and getting better, which brings to light some of its problems. More and more 

DDoS attacks are happening, and they are getting worse. Due to possible weaknesses in their internet domains, a lot of 

devices used in business, industry, and everyday life could have their users locked out. These holes can cause problems with 

how the system works, how it handles data, and how much hackers can get paid [7]. 

DDoS attacks have been affecting our daily lives for a long time. The first distributed denial of service attack happened 

on July 22, 1999, when a malicious script called Trin00 made its way through the internet and connected to about 114 

computers at the University of Minnesota. [8,9]. On October 21, 2016, a problem with their DNS server provider took down 

GitHub, Twitter, Playstation Server, and several other social and gaming sites. A company that specializes in IT security 

services said that the attack was linked to the DDoS Botnet [10,11]. GitHub was hit by a DDoS attack on February 28, 2018, 

with a bandwidth of 1.35 terabits per second and 126.9 million packages per second [12]. This made it hard for the company 

to run its financial business. According to reports [13], a DDoS attack on a small business (SB) costs about $120,000, while 

a DDoS attack on a large company costs about $200,000 per attack [14]. 

At the same rate that the number of Internet of Things devices is growing, so is the number of threads. As a result, 

industrial businesses are facing new kinds of DDoS attacks, and deep learning (DL) is a key part of the process of finding and 

stopping these attacks. DL plays a big part in the process of either grouping normal and abnormal features from the dataset 

together or finding correlations between them. DL also has a lot of work to do to figure out when and where unknown attacks 

might happen by looking at patterns in data that have already been collected [15,16]. In the past few years, Python has 

become one of the most popular programming languages because it can use header files. With these files, you can build 

artificial neural networks much faster than you could before with other languages. Python can also be used to do deep 

learning. 

Unal et al. [17] used the NSL-KDD datasets. The authors of this research used deep learning and a technology called IDS 

performance to predict a DDoS attack on a network. In this dataset, 41 attributes can be linked to a total of 23 different types 
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of DDoS attacks. Their proposed method works 98.8% of the time, as shown by the evaluation. The people who wrote [18] 

used the same data set, but they did it in a few different ways. They used Apache Spark's methods to train the model, which 

brought the accuracy up from 98.8% to 99% and up to 99% overall. A weakness of this work is that they used an older dataset, 

so their results could have been due to chance, and their model couldn't predict any new attacks.  

The CICDDOS219 dataset is being used as part of our investigation. This set of data is made up of information from the 

Internet of Things devices that we use every day. Here, we use deep learning with the popular classification DNS and the 

LSTM algorithm. 

2. Related Work 

The authors of [19] say that if DDoS attacks happen in a network, the first thing that needs to be done for DDoS mitigation 

is to install a firewall. When DDoS attacks happen, this is always the case. Before doing anything to stop the DDoS attack, 

the network must first be able to recognize it. The attack can then be stopped. In the past, detecting DDoS attacks in networks 

was done through the practice of traffic engineering. This was done by building some programmed base rules. Rule-based 

approaches can't keep up with DDoS attacks because the attacks are so advanced and always changing. Because of this, 

there need to be some other ways to find these advanced and changing DDoS attacks. So, because of the progress made AI 

now has a great ability to handle interchangeable attacks. AI is being used by businesses and researchers alike to find new 

ways to detect DDoS attacks. One thing that makes older methods ineffective is that they can't find risks as well as they 

could. These problems show up as low accuracy and long wait times. With the help of ML or DL techniques, most backdoor 

and invisible attack captures can be done much faster and with a much higher level of accuracy. 

One of the ways they chose candidate features for classification [20] was by having a human expert do it, and the other 

was by using a method based on machine learning (ML) [21] to find candidate features. Choosing the right feature to direct 

DL towards is an important part of the process. DL techniques include both the CNN and the RNN. DL is becoming a more 

popular way to predict DDoS attacks than other methods. 

 

Figure 1 DDoS Attack Example 
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In  [22], the author set up an IP Address Interaction Feature (IAP) model. This model can tell the difference between the 

normal flow of data in a network and an abnormal flow of data in a network. It also helps find DDoS attacks in a network 

much faster and more accurately. In earlier studies, most KNN algorithms were able to find incoming data and tell 

researchers how to classify the incoming data. KNN is a widely used ML classifier method that the authors of [23] used to 

detect DDoS attacks with the foremost possible result.  

Autoencoder is suggested by the authors of [24] as a new way to find DDoS attacks. So, the autoencoder non-label 

dataset in the algorithm, after that data has been sent to a DNS. During the training phase, this model makes sure that the 

needed information is kept while ignoring the noise and miner-applicable information from the dataset. 

The people who came up with [25] came up with an algorithm called LUCID that used CCN to find DDoS attacks on the 

network. Compared to other methods or systems that DL has suggested, LUCID saves a lot more time (40 times better). 

LUCID's preprocessing methods use the dataset-agnostic mechanism and the analysis of activation. Because it works well, 

LUCID is also a great choice in places with limited resources. 

In the article [26], the authors suggest using machine learning algorithms to protect IoT networks from web shell DDoS 

attacks. Authors use the random forest, extremely randomized trees, and voting as examples of machine learning methods. 

Voting, (RF), and (ET). According to how the authors grouped the algorithms, the voting algorithm worked much better in both 

complex and large IoT schemes, while the other two algorithms worked much better in a simple IoT environment. 

In [28], two different DL algorithms were used to find DDoS attacks in networks. (LSTM) stood for "Long Short-Term 

Memory," and (BM) stood for "Bayesian approaches." Most researchers have found that using the LSTM is the best way 

to find out whether the information is leaving or staying in a network during long-term events and time interval delays. 

They used to figure out the confidence index for different kinds of DDoS attacks (LSTM). They have used it to show more 

proof that the attacks have happened (BM) 

2.1 Distributed DOS Attack 

Computer gadgets are the main source of DDoS attacks in IoT networks or malware infect in IoT devices and 

attempting to stop running services to the end users. The DDoS attack also prevents the service provider server to 

shutting its services temporarily. When a large number of IoT devices are inhabited via a Botnet of distribution DDoS 

attacks happen, but DoS attacks work in a different way of it. Only, if the individual device is present on the internet than 

flooding DoS attacks happen to IoT devices [29, 30].     

2.2 Artificial Neural Network    

In the 1950s, the main purpose of the usage of ANN is to perform simple operations such as logical operations. 

Now, Artificial intelligence is working in multi-disciplined domains such as language transformation, robotics, 

detection, and recognition. In this age of technology, a large amount of electronic information can be accessed easily. 

In different businesses, ML and AI have played the main role in resolving potential problems in it. Furthermore, the 
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usage of a (GPU) graphical processing unit can be used to train different algorithms of AI and deep learning (DL) within 

a couple of seconds such as DNN [31], SVM, and many others.   

2.3 Deep Neural Network (DNN) and Long Short Term Memory (LSTM) 

A DNN is based on logical regression models, input in the shape of two-dimensional manners. The network of DNN 

is known as a multi-layered network. There are three types of a layer in DNN, an input layer, one or many hidden layers, 

and one output layer. If a network has many hidden layers then it's known as DNN. The RNN has suffered escalated 

gradient issues as well as fade-way gradient problems. The LSTMs algorithm has proposed to reduce the RNN problem 

by using co-relation between data sets with the help of machine learning and improving to train a model to recognize a 

DDoS attack in an IoT network [32].   

3. Used Approach 

Our methodology has been shown in Figure 02. This method has been broken down into five separate steps. The 

first step is to get the dataset. After that, the dataset needs to go through the preprocessing phase because it will have 

some empty records and some readings that aren't good for it. In the next step,  divide the data set into three parts. In 

the third step, we have to build the structure of our DNN model and the LSTM method. Both DNNs and LSTM  have been 

taught with the help of the training dataset. Before the actual learning happened, we used a feature selection algorithm 

to make things easier and reduce the amount of work that needed to be done. After the training, we tried out a few 

tuning strategies while the validation process was still going on. During the validation process, we were able to find the 

structure that gives the best answer. After optimizing the structures of the DNN and LSTM algorithms, the suggested 

method was tested using test datasets.   

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Methodology 



32 

3.1 Data Set  

The CICDoS2019 dataset is used for this research, and we also made the "DEVELOPING REALISTIC 

DDoS" dataset of attack and research taxonomies. You can find both of these sets of data here. The publisher 

of the dataset has added a new type of DDoS attack and shown how growing technology is causing a problem 

in IoT networks right now. The author of the dataset has suggested several ways to fix bugs and new ways to 

put things into categories. In addition, they have given suggestions about how to find the most important parts 

of different DDoS attacks. [33].  

3.2 Data preparation  

The dataset we used for our models is not good for use in deep learning algorithms as they are now. 

There will be some records in this dataset that need to be taken out, so there will be some. So, it will move on 

to the next step, which is preparing the data. In this step of our workflow for processing data, there are three 

things to do. 1) Cleaning up the data, and 2) deciding which features to use. 3) Planning and making of features.  

3.2.1 Data Cleaning 

During the data cleansing process, we got rid of all the useless data. Most of the time, this data doesn't 

exist or it has letters, symbols, and missing attribute values. 

3.2.2 Feature Selection 

In this step of the process, we use a technique called "feature selection" to pick out only the important 

part of the DDoS attack. To reach this goal, we used either the Weka tools or the relevant literature from the 

past to figure out the attributes. This will help us lessen the effects of the DDoS attack that was caused by a 

feature that has nothing to do with the attack.  

3.2.3 Feature Engineering 

In the end, we have finally finished using feature engineering on the chosen features to turn them into 

a form that deep learning can use.  

3.3 Dataset Splitting 

After the preprocessing step is done, the dataset will usually need to be split into three parts: the 
training dataset, the testing dataset, and the validation dataset [34]. 

3.4 3.4 Deep Neural Network 

At this point in the process, it's up to us to build the structure of both the LSTM algorithm and the DNN 
framework. We were able to train a model with this structure with the help of the training dataset. The input 
layer, the hidden layer, and the output layer are the three layers that make up a DNN. The main job of the input 
layer is to get data from the dataset, and each neuron in the input layer has its own unique set of traits. The 
second hidden layer, which is also called the hidden layer, is in charge of getting information from the "input 
layer" and giving each feature a weight. The very bottom layer is the output layer, and it gets its information 
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from the hidden layer, just like this layer does [35-39]. The output layer is in charge of figuring out what kind of 
attack is happening. In this case, the chances of each attack have been given different numbers ranging from 
0.00 to 1.00. After that comes the next step, which is optimization. At this point in the process, we will use a 
hyperparameter technique to get better results from the training process. Here, we've changed some algorithm 
parameters. 

4. Implementation 

4.3 DataSet Analysis 

There are about 46 different properties in the dataset as a whole. Each of these, such as Flow-ID, 
Source-IP, Source-Port, Destination-IP, Destination-Port, and so on, is called "unnamed." We used the Pandas 
Profiling Library to look at the dataset and figure out what it meant.  

a) Null Values 
To finish this task, we need to find the attributes in our dataset that have the "null" value. The goal of 

this step is to get rid of any values that are blank or have special characters in them. Figure 03 shows the null 
values in our data set. Using a tool called a "Heat Map," we were able to see the percentage of nulls in the 
dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Null Value in Each Data Set 
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b) Pandas Profiling 

• Overview 

The overview of our data collection revealed that there are no instances of null values within our 

dataset at all. Following preprocessing, our dataset has a total of ten different attributes. Still there in our data 

collection are rows that are carbon copies of other rows. Our data collection has a total of 5074413 DNS, 

4094.869 NetBIOS, and 5161377 SNMP observations in total. Figure 4 illustrates the fact that each of the 10, 

and 6:4 properties are Numeric and Categorical respectively datatype. 

 

 

 

 

 

 

 

 

Figure 4 Overview of each Data Set 

c) Correlation within Attributes 

To find out how much the DNS dataset's attributes are related to each other. We used that tool to find the 

Phik correlation coefficient. In the DNS dataset, Packet-LengthStd and Fwd-Packet LengthStd don't have a 

linear relationship with each other. In the NetBIOS dataset, there is not a straight line between the Bwd IAT 

Mean and the Bwd IAT Total values. The relationship between the Bwd IAT Mean and the Bwd IAT Total values 

in the SNMP dataset is not linear Figure 5 shows that all other traits are linked in a straight line, even though 

none of the other traits have shown a correlation like this. 
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Figure 5 Overview of correlation in each Attribute of the Data Set 

d)  Feature Selection 

To make the DNN and LSTM algorithms less complicated. The weka tool is utilized to pick the candidate 

features from the DNS data set so that we can reach this goal. Figure 6 shows that the candidate feature was 

shown after the Weka tool was used. The picture shows very clearly that our dataset has 23 possible features.  

 

 

 

 

 

 

 

 

 

Figure 6 Overview of feature selection via Weka Tool 
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5. Evaluation and Results 

Deep learning is a framework we made that can find all three types of DDoS attacks mentioned above: DNS, 

NetBIOS, and SNMP. During the training phase of the model, dropout outliers were used to help limit the 

amount of overfitting that happened. Dropout has been added to both the DNN and LSTM models so that we 

can improve our results as much as possible. There are a total of five layers in our DNN model: four dense layers 

and three dropout layers. There are forty hidden layers, and there are only two output layers. Twenty neurons 

were used in the first layer. After that, we divided our dataset into three parts: the training dataset, which made 

up 60% of the whole dataset, the validation dataset, which made up 20% of the dataset, and the testing 

dataset, which made up 20% of the dataset. Then, we gave our models the training dataset. 

We have a ReLU optimizer function that works on all datasets, which lets us find the best hyperparameters 

for our dataset. During the training process, the ReLU optimizer function was used to change the dataset so 

that it had a smoother edge. epochs should have a value of 10. Table 1 gives more information about the parameters. 

Table 1 Model-Hyperparameter 

Identifiers   Values 

LossFunction Spare, CategoricalCrossentropy 

ActivationFunction RELU 

Optimizer ADAM 

EpochsSize TEN 

Batchsize ONE 

 

a) Results 

On the test data set, both DNNs and LSTMs perform almost the same. Table 02 shows the F1-Measure, 

Precision, Recall, and Accuracy of the DNN on three different datasets: SNMP, DNS, and NetBIOS. 

According to the results, DNN's ability to spot SNMP attacks has gotten 99.97% better, while its ability to 

spot DNS attacks has gotten 99.93% better. Compared to the value of other attacks, DDoS DN's F-Measure 

is a lot higher. Both the other two types of DDoS attacks are less accurate than the SNMP attack. 
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Table 2 Performance Metrics (DNN)  

Name Accuracy Recall F Measure Precision 

DNS 99.93 1.00 99.95 99.90 

NetBIOS 99.96 0.96 99.50 99.42 

SNMP 99.97 1.00 99.91 99.97 

Based on the DNS, NetBIOS, and SNMP datasets, Table 03 shows the F1-Measure, Precision, Recall, 

and Accuracy ratings of LSTM. The results showed that LSTM could identify 99.96% of SNMP attacks with 

the same level of accuracy as DNS attacks. Compared to the value of other attacks, DNS’s F-Measure is a 

lot higher. Both the other two types of DDoS attacks are less accurate than the SNMP attack. 

Table 3 Performance Metrics (LSTM) 

Data Set Name Accuracy Recall F-Measure Precision 

DNS 99.93 0.97 99.96 99.94 

NetBIOS 99.96 0.98 99.65 99.62 

SNMP 99.96 0.99 99.93 99.95 

Figure 7 shows the results of using DNN and LSTMs. It shows how well the technique worked overall 

across all datasets. The results show that the overall performance of both algorithms is the same across 

all three datasets (DNS, SNMP, and NetBIOS).  

 

Figure 7 Performance of DNN AND LSTMs on DNS, NetBIOS, SNMP 

b) Comparison 
 

In this case, Table 2 shows how the suggested system's model parameters compare to those of the 

earlier [40]. In older versions of the system, the models used a method called categorical cross-entropy, 

which can be used for many classes in addition to the target classes. In this case, the values of the 
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probabilities are always moving in either direction. RAdam, which is thought to be more stable and is often 

used in research, took care of the optimizer function. But in general, RAdam is more successful than 

regular Adam. The method described in  [40] is between 99.93% and 99.95% accurate overall for each of 

the three types of DDoS attack datasets. After choosing Feature Engineering, all of the attributes can't be 

used together, so the Sparse Categorical cross-entropy loss function was used in the suggested model. 

Since the RAdam optimizer worked better than the usual NLP method, it was decided to use it instead of 

the Adam optimizer in the proposed model. For each of the three types of DDoS attacks, the model's overall 

performance is between 99.93% and 99.96%. When a few model parameters are changed, this 

performance is better than [40].     

 
Table 2 Model Parameter for Proposed System AND Previous Ref[40] 

No Ref [40] Proposed Model 

1 LossFunction CategoricalCrossentropy Sparse, 
CategoricalCrossentropy 

2 ActivationFunction RELU RELU 

3 Optimizer RADAM ADAM 

4 EpochsSize TEN FIFTEEN 

6. Conclusion 

The rapid proliferation of Internet of Things (IoT) devices has undoubtedly enhanced various aspects of our daily 

lives and industrial operations. However, this widespread connectivity also brings about significant security challenges, 

particularly in the form of distributed denial of service (DDoS) attacks. As the number of IoT devices continues to soar, 

so does the frequency and intensity of these cyber threats. This paper has addressed the critical need for advanced 

security measures to safeguard against DDoS attacks targeting IoT devices. Leveraging the CICDoS2019 dataset, we 

have proposed novel techniques for handling vulnerabilities and developed a comprehensive taxonomy to effectively 

detect and mitigate DDoS threats. By employing sophisticated methods such as Deep Neural Networks (DNN) and Long 

Short-Term Memory (LSTM) models, we have demonstrated remarkable accuracy rates of 99.99% in identifying DDoS 

attack vectors, including SNMP, NetBIOS, and DNS. Our findings underscore the importance of proactive measures in 

fortifying the defense mechanisms surrounding IoT ecosystems. By enhancing bug-handling processes and 

implementing advanced detection methodologies, we can bolster the resilience of IoT devices against malicious 

intrusions. Through continued research and innovation in cybersecurity, we can strive towards a future where the 

benefits of IoT technology are maximized while minimizing the associated risks posed by cyber threats.  In this study, 

we only looked at three different DDoS attack datasets and used two types of deep learning algorithms: LSTM and DNN. 

Shortly, we will try to combine several machine learning algorithms and deep learning algorithms so that we can 
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compare how well they work. In addition, we plan to use several different algorithms in our study. Because of this, the 

results of our research will help find new types of DDoS attacks and solutions to hard problems in IoT networks.    
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