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One of the most vital natural resources for all earth's living things is water. Life's 
fundamental need is access to clean water. Water quality has substantially 
declined over the previous few decades as a result of pollution and numerous 
other problems. In this study, machine learning (ML) algorithms are developed to 
predict water quality and water quality classification (WQC). For the prediction of 
water quality classification, six machine learning algorithms Naïve Bayes, 
Random Forest (RF), Gradient Boosting (GBoost), K-nearest neighbor (K-
NN),Logistic Regression (LogR), and Decision Tree (DT), have been used. The 
models were evaluated based on 16 parameters. The machine learning model’s 
result demonstrates the Random Forest model out performed than the other 
models. 
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1. Introduction 
The most prevalent chemical that is continually recycled inside the human body is water [1]  . Water is the most 

crucial resource because all forms of life must exist, but it is also constantly in danger of being contaminated by those 
same lives[2] [3].The standard of people's drinking water has a significant impact on their health [4]. The availability of 
water for drinking both for home and industrial use determines a country's level of development [5]. Pollution from both 
domestic and industrial sources had a greater effect on water quality[6]. Policymakers and public health authorities who 
conduct activities for the prevention of water pollution and the preservation of public health may find this study 
interesting [7]. Many people in developing nations are now more likely to suffer from water-related illnesses [8]. 
Contaminated drinking water may cause very serious consequences that harm people's health, the environment, and 
infrastructure. A United Nations (UN) estimate [9] states that illnesses brought on by tainted water kill up to 1.5 million 
people each year. Eighty percent of health problems in developing countries are reportedly caused by contaminated 
water. Five million deaths and 2.5 billion illnesses are reported annually. Thus, it is critical to propose novel methods for 
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assessing and, if feasible, forecasting the water quality (WQ)[9]. The assessment and improvement of water sources are 
of particular importance because of serious health issues connected to the quality of drinking water [10]. Furthermore, 
early control of intelligent aquaculture requires the ability to forecast changes in water quality [11].Having water of good 
quality means reducing costs associated with using it for drinking, industrial purposes, and enhancing agricultural output 
[12]. The wider understanding of this problem is still inadequate, especially in nations where water supply outages are 
relatively modest[13]. Numerous water management groups that control water have installed monitoring stations to 
track changes in the water quality status up until the present [14]. It might be feasible to accurately determine the degree 
of contamination in a water resource using real-time observation of the ensuing variation in water quality [15]. An efficient 
treatment method should meet several characteristics, such as an easy-to-install, operate, and maintain,  low 
investment operation, maintenance cost, and success in improving water quality [16].To manage a significant amount of 
missing data and estimate the quality of the water in real-time, Prediction using machine learning (ML) is one of the 
different methods. When a computer program is tasked with performing a set of tasks, machine learning experts claim 
that the machine has learned from its experience if its measured performance on those tasks improves over time [17].  A 
few hybrid approaches and other popular methods allow machine learning problem types to naturally expand [18].The 
effectiveness of (ML) models that predict water quality may rely on both the models themselves and the parameters in 
the data set that were selected for developing the machine learning model[19].The use of machine learning (ML) models 
for mapping hardness susceptibility has not been investigated because of the significance of groundwater quality 
modeling [20]. Data scientists want to show that no single algorithm is effective in every circumstance[21].The 
effectiveness of (ML) models that predict water quality may rely on both the models themselves and the parameters in 
the data set that were selected for developing the machine learning model [19]. Several techniques have been put in for 
the WQ prediction and modeling. Here, we attempted to assess the six machine learning models' presentations of 
groundwater prediction: the random forest (RF), Naive Bayes, Gradient Boosting, Decision Tree (DT), Logistic Regression, 
and the k-nearest-neighbors (KNN models. Several real-world applications of the Naive Bayes (NB) have proven effective, 
including the classification of medical diseases, consumer credit scores, and weather prediction services[22]. 

The Random Forest is a multi-classifier ensemble that uses historical data to anticipate class label values[23].The 
Powerful Gradient-boosting machines are a class of machine learning techniques that have significant success in a range 
of real-world applications[24].A classification algorithm is the K-nearest neighbor algorithm. The (KNN) technique is to 
perform feature analysis when it is unclear or difficult to acquire precise parameterization approximations of probability 
densities. [25].To address a categorization problem, Logistic Regression (LogR)is carried out. Logistic regression is used 
to address a classification problem, which represents the probability that an occurrence will happen or not, according 
to the contents of the input parameters in terms of 0 and 1 [17]. A Decision Tree is a Tree-Based method. A classification 
tree's decision variable is categorical as opposed to a regression tree's continuous decision variable (the outcome takes 
the form of a Yes/No) [26]. 

 

2. Related Work 
According to [27], machine learning is an approach to evaluating data that tries to make the assessment model more 

automatic. Machine learning is a very important tool for the analysis of data, prediction, and classification[28] [29]. Water 
sinks are ranked according to their level of resilience using a fuzzy analytical hierarchy procedure, and it is used to 
determine which ones require early refurbishment plans [30] focused. In their work, a model based on three various 
algorithms for using machine learning for the classification of WQI, the use of ANN will categories water quality data 
accuracy of 85.11% and a precision of 89.01%. Deep Neural Networks (Deep NN), Support vector machine (SVM), neural 
networks (NN), and K-Nearest Neighbors (KNN) were used to evaluate water quality, with Deep NN having the highest 
accuracy (93%) [31]. [32] have proposed a model for forecasting the components of water quality that is based on 
support vector machines (SVM) and artificial neural networks (ANN). The four water characteristics that make up the 
suggested methodology are pH, turbidity, total dissolved solids, and temperature.  [33] use three models—the SVM, K-
nearest neighbor (K-NN), and probabilistic neural network—were created in order to classify the water quality state. 
Consequently, despite only having 4 water characteristics while input, it has an accuracy rate of 88.37% and an error rate 
of just 11.63%.  

[34] Conductivity and pH are the only two water factors used in the constructed models. Furthermore, to estimates 
the water quality class, 3 machine learning algorithms, primarily K-NN, Naive Bayes, and SVM, are built[35]. Moreover 
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[36] created 2 hybrid machine-learning algorithms to forecast the water's short-term quality. The Random Forest and 
Extreme Gradient boosting models serve as the foundation for the two hybrid models. [37] Use DL, a novel algorithm that 
can forecast drinking water quality. The [38] directly contrasted their approach for evaluation using 3 machine learning 
models: ANN, XGBoost, and random forest.  

[39] compared a particularly extreme gradient-boosted tree-based ensemble model with other tree-based learning 
techniques like Random Forest (RF), the CatBoost, and Classifier tree, the results of this study showed that the Light-
GBM method for classification performed on par with these techniques, with an accuracy of 85%. [40] gathered samples 
from bodies of water and examined in labs utilizing a lab methodology. [41] determines the levels of groundwater arsenic 
pollution in Jharkhand, India, this research provides a machine learning methodology. Additionally, at just 90.11% 
accuracy, the random forest method performed the best overall. [42] emphasized on the purpose of work is to forecast 
several aspects of water quality utilizing artificial intelligence (AI) approaches, such as MLP, SVM, and GMDH. Analyzing 
the results for ANN and SVM showed that both models are effective at foretelling the different components of water 
quality. The SVM had the greatest result, although the results indicate that the acceptable models worked effectively in 
predicting the different aspects of water quality. The strategy of [30] is based on just four water quality criteria, as 
opposed to some suggested works that would employ more than ten to anticipate WQI. Temperature, pH, turbidity, and 
coliforms are the four water characteristics on which the strategy we suggest is based. They may note that the ANN model 
has a higher accuracy ranges from 85 to 90% for both training and validation trials.  

In a paper [43], the categorization of water samples has been investigated using a variety of tree-based models for 
machine learning, including SPARC, Optimal Forest, CS Forest, REP Tree algorithms, and random forest. With a low FPR 
of 73.33%, high accuracy of 80.64%, the precision of 80.70%, recall of 97.87%. [44]  debated, the NB model's variables 
are conditionally independent, making it simple to update, add, or remove data from the network. In this study's model, 
64 out of 68 cases were correctly predicted, and it correctly predicts the overall quality class even though some data are 
absent, which is crucial.  

[45] suggested to use recently established regression analysis to estimate the difficult-to-measure characteristics 
from the simple-to-measure ones. The effectiveness of a support vector machine (SVM) approach was satisfactory in the 
instance of COD estimation. The paper's primary [46] focus is on the binary classification of water portability using a 
variety of XG-Boost, Decision Tree, K-Nearest Neighbors (KNN), Support Vector Machine (SVM), Logistic Regression, 
Gaussian Naive Bayes, Random Forest, Light GBM, Bernoulli Nave Bayes, and Gradient Boost. Such popular machine 
learning methods focus on selected features from the dataset using correlation matrices. Compared to all other machine 
learning methods, Decision Tree performed the best, achieving an accuracy level of F1 score of 0.9358, AUC-ROC score 
of 0.9220, as well as F1 score of 0.9374 for the categorization of water portability.  

[47], develops accurate and reliable machine-learning methods for irrigation parameters. To reach the assessment, 
three machine learning (ML) models have been trained: multi-linear regression (MLR), long-short-term memory (LSTM) 
(ANN), and artificial neural networks (ANN). In a study, [48] examined two distinct classification techniques: the decision 
tree (DT) as well as K-Nearest Neighbor. KNN scores 61.7% accuracy while decision trees score 58.5%. 

3. Used Approach 
The current study's suggested methodology is shown in Figure 1, including the opted phases. Each phases is 

explained in following sections. 
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Figure 1: Framework of proposed methodology 

 

 

3.1. Dataset  
We used data that was available to the public on Kaggle.com. The dataset includes multiple (independent) and one 

(dependent) variable that are connected to the prediction of water quality. 

The dataset consists of Water Quality classification which is manually annotated. The dataset is consisting of 7999 
instances with 21 parameters. Nominal data types exist for all features. All Features are uniquely identified, and some 
features have null values, the null values are eliminated and the data is clean after the preparation stage. A supervised 
ML technique is typically used to obtain the target variable. Depending on the goal and the available data, the target 
variables may change. Here the target variable showing the water is safe or not safe for health. About the water quality 
dataset, safe and unsafe data is shown in figure 2. 

 

 

 
Figure 2: Class attributes 

Figure 2 shows the target variables in our dataset, it has 909 safe variables and 7084 are not-safe variables. The 
dataset features and their dangerous values are displayed in Table 2. Table 2 shows all dataset attributes as well as their 
dangerous values, indicating that the water is unhealthy and should not be consumed (It means if the values of the 
features increase from the given range water will be dangerous). (Table 1 information taken from  (MSSMSRTYPANTS) 
where the dataset is downloaded, the link is placed here, 

https://www.kaggle.com/datasets/mssmartypants/water-quality ) 
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Table 1: All attributes and their dangerous values 

Attributes name Dangerous values  

(dangerous if greater than  ) 

Arsenic 0.01 

Aluminum 2.8 

Cadmium 0.005 

Chromium 0.1 

Barium 2 

Ammonia 32.5 

Fluoride 1.5 

Copper 1.3 

Chloramines 4 

Bacteria 0 

Lead 0.015 

Viruses 0 

Bacteria 0 

Mercury 0.002 

Radium 5 

Nitrites 1 

Silver 0.1 

Perchlorate 56 

Nitrates 10 

Uranium 0.3 

Selenium 0.5 

Target variable (Is_safe) attribute (0 being unsafe, 1 being 
safe) 

 

 

 

 

3.2. Data Preprocessing 
Data preparation, a critical stage in machine learning, enhances data quality and promotes the finding of unobserved 

patterns and insights. For building and training machine learning models, unstructured data is cleaned up and organized 
using a process known as data preprocessing. Data preprocessed data increased our machine learning model's 
accuracy. In the first step, according to the requirement, we collected the Water Quality dataset in a CSV file to perform 
the machine-learning model. It can use large datasets and makes use of them in programs. It can be downloaded from 
kaggle.com. Due to Python's popularity and recommendation among data scientists, we have imported Python libraries 
for use during data preparation for machine learning; here five predefined libraries are used: 

1. Time library: Obtain real-world time and carry out numerous actions associated with it. By using this module 
we can manipulate execution time, due to the Time library here not needing to install pip separately. It imported 
as below: 

import time 
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start_time  =time.time() 

2. Pandas library  
Panda library is an open-source library for data analysis and manipulation. The dataset is imported and managed 
by this library. It is imported below: 

Import pandas as pd 

3. The Matplotlib package is utilized in the Python code to plot graphs and other types of charts. It imported as 
below: 

Import matplotlib.pyplot as plt 

4. Seaborn library is used for the visual representation of data. It imported as below: 

Import seaborn as sns 

5. Numpy library is used to perform any numerical calculation and mathematical operation in code. It imported 
as below: 

importnumpy as np 

 

3.3 Importing the datasets 
In this phase, the dataset is imported and used the read_csv function as Figure 3. 

 
Figure 3: Importing the dataset 

 

Here the “data” is the name of the variable where data is stored inside the function. After execution of this line, the 
dataset is imported successfully. The dataset is read using the method of the Jupiter notebook. The Water Quality 
Evaluation dataset was uploaded. Figure 4 shows the data from the Water Quality evaluation dataset's first five rows. 

 

 

a)  
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b)  

Figure 4: First five rows of the dataset 

 

3.4 Data Cleaning  
To begin, we first ingest our dataset and perform some initial cleaning. When we examine data, the first thing we see 

is a record that is incorrectly labeled and several null values. We discard the entire row with null values because there 
aren't many missing entries in the dataset. 

3.5 Dataset Splitting into the Training Set and Test Set  
The splitting process is used to improve our machine learning model's performance. Here we divided the dataset 

into two parts, the first one is the Training set and the second one is the Test set. Here we use train size 70 and test size 
30. 

 

3.6 Machine Learning Algorithm 
Data that have been divided into testing and training, the dataset has eventually been submitted to the application 

of machine learning algorithms. We used six distinct machine-learning algorithms in this investigation.  

Every model is put to use. Because the model has a significant impact on prediction accuracy, it is crucial to choose 
one that works for the dataset. The classifiers given, as described in the introduction, are employed in this research,  

1. Naïve Bayes algorithm 
2. Random Forest algorithm 
3. Gradient-Boosting algorithm 
4. K-Nearest Neighbors algorithm 
5. Logistic Regression algorithm 
6. Decision Tree algorithm 

The sequence of algorithms is performed the same as in Figure 5. 
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Figure 5: Classification Algorithms 

3.7 Performance metrics  
Performance metrics like recall, f1-score, accuracy, and precision score are utilized to evaluate how well machine 

learning models work. These performance indicators are described as follows: 

Precision 
The model's precision rate is the proportion of labels for which it correctly predicts the outcome. The positive 

predictive value of a test or prediction indicates how accurately it achieves its goal (also known as precision).Score for 
precision = TP (FP+TP). True positives and false positives are denoted by TP and FP, respectively, in the equation above 
[49]. 

Recall 
A model's capacity to differentiate between positive and negative data is measured by the recall score. The true 

positive rate, which is also frequently referred to as sensitivity, is another recall word. If the recall score of the model is 
high, the model is successful in choosing the right samples. 

Recall Score = TP / (FN + TP)[49]. 

F-score 
Precision and Recall are given equal weight when measuring the accuracy performance of machine learning models 

using the F-score performance measure (rather than insisting on knowing the total number of observations). 

The Score of F1 = 2* Precision Score * Recall Score/ (Precision Score + Recall Score/)[49]. 

Accuracy score  
Model accuracy, which is determined by dividing the total number of positive and negative events by the ratio to 

accurate classifications, is the statistic used to evaluate the algorithm's performance when it employs a machine 
learning model. 

 Accuracy Score is calculated = (TP + TN)/(TP + FN + TN + FP)[49]. 
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4. Results and Discussion 
Within the scope of this research, we have utilized a total of six different machine-learning strategies. The accuracy 

of these six separate approaches remained quite distinct from one another. Data gathered from Kaggle was utilized in 
the training of models.  

Following the training phase, the models are then effectively deployed for the prediction of Water Quality, at which 
time each model displays its findings. 

Implementation of ML models and Confusion matrix 
This study's goal is to outline the use of six different strategies that were taken into consideration when conducting 

the study and the outcomes that were attained using those strategies. Examine the models' instructive examples.  

A machine learning classification performance measurement method is a confusion matrix. We used a confusion 
matrix to evaluate the effectiveness of categorization models given a set of test data. It determines the true values for 
test data that are known. By this, we know the performances of all classification algorithms. The accuracy view and 
performance matrix of all classification models is shown. 

1 Naïve Bayes  
We apply the Naive Bayes classifier as one of our initial models on the Water Quality dataset. Naïve Bayes is binary 

classification model. The NB Classifier is then trained using a collection of data to predict the Water Quality  using the 
target variable (Is_safe). 

The naïve displays an accuracy of 83.43%, In the Naive Bayes performance matrix, the macro averages for accuracy, 
recall, and f1-score are 0.65, 0.73, and 0.68 respectively, while the weighted averages for precision, recall, and f1-score 
are 0.88, 0.83, and 0.85 respectively, on the training dataset, The accuracy view and performance matrix of the Nave 
Bayes classifier are shown in Figure 6. 

 

 
 

Figure 6: Accuracy view and performance matrix of naive bayes 

2 Random Forest 
The Random Forest method is the second model we employed for our prediction models. It is a good machine-

learning model that provides good results. The Random Forest provides the most accurate results. The Random's 
precision is 0.94.01. In the Random Forest performance matrix, the macro averages for accuracy, recall, and f1-score are 
0.89, 0.79, and 0.83 respectively. The weighted averages for these three metrics are 0.94, 0.94, and 0.94 for precision, 
recall, and f1-score, correspondingly, on the training dataset. The accuracy view and performance matrix of the Random 
Forest is shown in Figure 7. 

. 
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Figure 7: Accuracy view and performance matrix of random forest 

3 Gradient Boosting 
We used gradient Boosting as our third model. It is quite a good model of machine learning. At 93.85% accuracy, 

gradient boosting is also quite accurate. The accuracy, recall, and f1-score macro averages in the Gradient Boosting 
performance matrix are 0.88, 0.79, and 0.83, correspondingly. 

The weighted averages for these metrics are 0.93, 0.94, and 0.93 for precision, recall, and f1-score, respectively, on 
the training dataset. The gradient-boosting performance matrix is shown in detail in Figure 8. 

  
Figure 8: Accuracy view and performance matrix of Gradient Boosting 

4 K-nearest neighbors 
We used the KNN model after the gradient boosting. KNN is a classification model of machine learning. The K-

nearest neighbors' accuracy is 90.44%. In the performance matrix of K-nearest neighbors, the macro averages of 
precision, recall, and F1 score are 0.80, 0.64, 0.68, and 0.89, 0.90, and 0.89, respectively, when weighted and perform 
well on the trained dataset. The view accuracy and performance matrices of the K-Nearest Neighbors are shown in Figure 
9. 

  

Figure 9: Accuracy view and performance matrix of K-Nearest Neighbors 

5 Logistic Regression 
We apply logistic regression in our prediction model. The accuracy of the Logistic Regression is 90.25. Inside the 

performance matrix of logistic regression, the weighted average of precision, recall, and f1-score is 0.89 and these three 
metrics’ average values are 0.79, 0.64, and 0.68 perform admirably using the training dataset. Figure 10 displays the 
Logistic Regression's performance matrix. 
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Figure 10: Accuracy view and performance matrix of Logistic regression 

6 Decision Tree 
At the conclusion of a list lies the Decision Tree. The Decision Tree's accuracy in the Logistic Regression performance 

matrix is 91.96%. The f1-score is 0.81, recall is 0.83, and precision is 0.80 on the macro averages. The precision, recall, 
and f1-score weighted averages of 0.92, 0.92, and 0.92, respectively, demonstrate strong performance on the training 
dataset. Figure 11 displays the accuracy and performance matrix of the Decision Tree viewpoint. 

 

  
Figure 11: Accuracy view and performance matrix of Decision Tree 

4.1. Comparison of different ML models  
We have used all six different machine-learning approaches within the confines of this investigation. Throughout the 

entire procedure, the accuracy of the six separate methodologies remained relatively distinct from one another. Data 
gathered from the Kaggle "Water Quality" dataset was used to train the models. After the training phase, the models are 
successfully used to predict the water quality label. Each model now informs the audience of its findings. We examined 
numerous prediction models in this part based on their accuracy, and precision, then recall f1 scores, and we defended 
our decision to choose the model that we consider to be the best. The predicting accuracy that is provided by every single 
one of the above models is side-by-side compared in the accompanying graph. To compare the performance metrics 
with different classifiers, with the help of Logistic Regression, Gradient Boosting, Naive Bayes, Random Forest, K-nearest 
Neighbors, and Decision Tree, we used them with a test size of 0.30 and training size at 70. The figures display the 
experimental results. Figure 12 results of all algorithms shown; the accuracy is explained in each part separately in this 
figure. 

 
Figure 12: Comparison of different Ml models 

4.1.1. Multiple Model’s Precision Comparison 
Figure 13 depicts a graph of the precision comparison between multiple models. Shows that   RF attained 95% 

Precision and DT produced 96% with a test size of 0.30 and train size of 70. 
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Figure 13: Multiple Models’ Precision Comparison 

4.1.2. Multiple Model’s Recall Comparison 
Recall the comparison of different models shows. In Figure 14 RF achieved a recall of 0.99 % at test size 0.30 and 

train size 70, which yields the ideal results. 

 

 
Figure 14: Multiple model Recall Comparison 

4.1.3. Multiple Model’s F1 score comparison 
K-nearest Neighbors, Naive Bayes, Gradient Boosting, Random Forest, Logistic Regression, and Decision Tree have 

all been compared using the F1 score. Figure 15 shows demonstrate that, with a test size of 0.30, RF and Gradient 
Boosting provide the best F1 score, which is quite high in comparison to other classifiers. When compared to other 
classifiers, RF offers the most encouraging results in terms of Recall, the F1 score, and precision. 
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Figure 15: Multiple Models’ F1-Score Comparison

4.2. Comparison of parameters and model performance with previous studies 
Table 2 compares the model performance and parameters with those from earlier studies, which used some 

parameters and obtained different levels of accuracy. Our study employed sixteen parameters, which is a significant 
departure from previous research. Compared to other studies, this one had a greater accuracy rating. 

Table 1 Comparison of parameters and performance models with the previous study 

References Parameters detected Model used Highest 
Accuracy% 

[31] Turbidity, PH, Temperature Deep NN 93 

[30] Temperature, Turbidity, PH, ANN 85.11 

[32] Temperature, solid, PH, and 
Turbidity 

Multi-layer 
perceptron 

85 

[39] Turbidity XGBoost 85 

[40] Chloride, sulfate, hardness, 
alkalinity 

ANN 87.91 

Our Work Nitrates, arsenic, barium, 
mercury, bacteria, cadmium, 
chloramines, perchlorate, 
chromium, radium, silver, 
copper, viruses, lead, aluminum, 
and nitrites. 

RF 94.01 

0.86

0.88

0.9

0.92

0.94

0.96

0.98

NB RF GBoost KNN LogR DT

0.9

0.97 0.97
0.95

0.95 0.95

F1-Score comparison of NB, RF, GBoost, KNN, LogR, DT

F1-Score comparison of NB, RF,
GBoost, KNN, LogR, DT
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4.3. Result in comparison with benchmark and this study 
[41] Used machine learning techniques inspired by the groundwater contamination caused by arsenic in Jharkhand, 

India. 

 To categorize data as safe or unsafe, three algorithms for machine learning trained and evaluated Decision Tree, 
Random Forest, and Multilayer Perceptron. Based on the results, the Random Forest model outperformed other 
algorithms the best. 

(Proposed work) In this research, a machine learning algorithm based on the Target variable “Is_safe” which is a 
dependent variable on sixteen parameters namely aluminum, Six machine learning algorithms are used to forecast the 
quality of water using nitrates, arsenic, barium, mercury, bacteria, cadmium, chloramines, perchlorate, chromium, 
radium, silver, copper, viruses, lead, aluminum, and nitrites. To distinguish between safe and unsafe data, Gradient 
Boosting, Naive Bayes, Random forest, KNN, and LogR are trained and tested. This study's accuracy was higher than that 
of other state-level studies. In addition, this study performed more accurately when compared to research conducted at 
the county level.  

 Table 3 displays a comparison between the findings of this study and earlier research. 

                                                    

Table 3: Result in comparison with benchmark and this study 

Machine Learning 
algorithms 

[41] 

Accuracy Findings 

(Proposed work ) 

 

Accuracy Findings 

Random Forest  90.11% 

 

94.01% 

Decision Tree 84.65% 91.96% 

Naïve Bayes  83.43% 

Multilayer Perceptron 82.77%  

Gradient Boosting  93.85% 

K-Nearest Neighbors  90.44% 

Logistic Regression  90.25% 

 

Table 3 shows the comparison result for the benchmark, the article “Assessment of Groundwater Arsenic 
Contamination Level in Jharkhand, India Using Machine-Learning” used four Machine learning models including RF, DT, 
MLP, and NB, and the highest accuracy is Random forest 90.11. Six models—NB, RF, GBOOST, KNN, LogR, and DT—were 
employed in "The Prediction of Water Quality Using Effective Machine Learning Techniques." Random forest has the best 
accuracy, at 94.11%.  In this study, we find better accuracy as compared to other studies by using different datasets and 
different machine learning techniques. 

https://journals.iub.edu.pk/index.php/JCIS/
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5. Conclusion 
The results based on this study, factors including such nitrates, barium, mercury, arsenic, bacteria, cadmium, 

chloramines, perchlorate, chromium, radium, copper, viruses, silver, lead, aluminum, and nitrites, to categorize data that 
is safe or not safe six machine learning algorithms are used to predict water quality as well as evaluation techniques for 
precision, recall, accuracy, and F1 score measure. A performance metric is significantly impacted by highly correlated 
characteristics. The most accurate result of the testing was Random Forest, which had an accuracy of 94.01 percent in 
this area. 

5.1. Advantages of the proposed research 
In this research, a machine learning algorithm based on the Target variable “Is_safe” which is a dependent variable 

on sixteen parameters. This study's accuracy was higher than that of other studies. In addition, this study performed 
more accurately when compared to research conducted at the county level. 

5.2. Limitation of the proposed research 
Due to lack of time, six machine learning techniques are used; furthermore machine learning techniques can be 

used for better results. Results may vary with the change of dataset. 

6. Future Work 
We recommended future research can use various models with various water datasets, like introducing additional 

parameters to the model or applying that much more-advanced deep learning algorithm, to enhance the classification 
of water quality.  

In addition, we recommend an Internet of Things-based monitoring system that simply uses sensors to collect the 
necessary metrics. Tested algorithms would estimate the water quality in real-time using data from the IoT system 

With any luck, fewer people will consume tainted water, lessening the severity of horrible illnesses like typhoid and 
diarrhea. In this way, the application of an advisory analysis was predicated on the values that were expected to lead to 
the creation of instruments in the future that would support policy- and decision-makers. 
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