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The malware program is designed to harm the user's data and information. With 
the new advancements in technology, all the business systems now get through 
a network. Large-scale businesses are also now in online systems. The security 
of these systems is essential. The malware programmer developed an advanced 
type of code that breaks the user security, user information, and money. The 
malware is of different types. The deep learning is used to classify the modern 
type of malware. In this survey, the deep learning models that have been used in 
classifying the malware are studied. Their model performance, their datasets, 
and preprocessing are discussed in this paper. After an overview of the deep 
learning model in malware classification with their preprocessing and datasets,  

we discuss further research direction, to improve the security. 
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1. Introduction 

Malware is a malicious activity that destroys the functioning of the computer system. The malicious programs 
are in different categories each one different from one another [1].    A rapid increase in the use and transfer of 
information over the network around the globe may increase the risk of threats and theft of data. Malware in 
different forms may enter the user system without the user's knowledge the malware developers break the 
security and gain access to the most important data [2]. The malware developer uses different ideas to write 
harmful code that changes from moment to moment and cannot be captured easily. The old malware detector 
methods are now getting slowed. The signature base method to determine the malware is its limit because the 
caught the known malware information which is stored in its database. However, this method is unaware of 
new types of malware. The heuristic type method for determining the unknown malicious types contains a high 
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FPR [3]. The static and dynamic analysis also becomes useless because of the modern type of malware 
changes in behavior. This situation takes researchers towards artificial intelligence which provides accurate 
and in-time performance [4]. Different types of deep learning models were proposed for classifying the 
malware. In this paper, the model performance in classification is highlighted with their use of datasets.  

A. Contribution 

1. A brief study of all types of deep learning models for classifying the malware includes their metrics 
performance and classification efficiency. 

2. A detailed study of the datasets used in model training for malware classification. Their performance 
comparison includes the dataset nature APIs, Opcodes, Images datasets, and different type datasets, 
etc. 

3. A list of contributions in malware classification by the researchers. Highlight the contribution of the 
researcher in malware classification. 

4. Compare the performance of different deep learning models in classifying malware with their training 
and testing accuracy.  

5. Overview of feature selections used in existing deep learning models for malware classification.  
6. Highlight the limitations of the deep learning models in malware classification. Include their covered 

families of malware. 

 

2. Related Work 

Malani et al. 2022 [5] implement a CNN, GRU, and RNN model to detect the malware. The Meraz 18, IIT Bhilai 
provides the dataset. It uses 55 features of the dataset. It contains two classes malicious and non-malicious. 
After the training by the deep learning models, the CNN 98.02% accuracy performance was achieved rather 
than other different networks. Liu et al. 2019 [6] implement different neural network models to detect the 
malware. It includes the BLSTM, GRU, BGRU, and LSTM on the malware dataset. The dataset contains 
malicious and non-malicious files. The experiment shows the BLSTM gives 97.85% excellent performance.   

Venkata et al. 2022 [7] proposed a CNN model for detecting the malware. The image type dataset used in the 
experiment contains malicious and non-malicious data. After the experiment, a 95% percent accuracy 
performance is given by the model. The model accuracy needs to be improved the enhance the malicious 
classes. Schofield et al. [8] proposed CNN for malicious classification. The APIs call dataset to use with 8 
different types of malicious family. The experiment shows 98.17% accuracy performance by the model. The 
proposed results compare with different ML performances which states the CNN model achieves better results 
than other algorithms. Kareem et al. 2021 [9] proposed a CNN algorithm using the PSO to classify malicious 
activity in an Android environment. It also uses the PCA as a feature extractor from data.  The android-based 
dataset was collected from the Kaggle. The experiment shows 93.7% accuracy performance by the model. The 
model is implemented on two class dataset malicious and non-malicious. 

Iqbal et al. 2022 [2] proposed LSTM to predict the malware. The PE dataset contains 1000 features with 
malicious and benign uses. After an experiment, the proposed model gives 99.6% accuracy performance in 
two classes of malicious activity. Zhangjie et al. 2021 [10] propose an LSTM model for classifying the malware 
using the transfer learning mechanism. The APK dataset generated for an experiment contains two classes of 
data malicious and non-malicious. After an experiment, the proposed model has 99.9% classification 
performance. Catak et al. 2020 [11] propose an LSTM algorithm for classifying the malware using Windows API 
calls. The experiment from the LSTM algorithm shows 98.5% accuracy performance in eight class malicious 
families.  

Gupta et al. 2022 [12] proposed an ANN model for classifying malicious activity. The Microsoft Challenged 
dataset was used in the experiment. The dataset contains the 10 malicious families. The experiment by the 
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proposed model on the dataset achieved 90.17% accuracy performance. Shamr et al. [13] proposed an ANN-
GWO model to detect the intrusion. The MIT Darpa 1998 dataset contains the four types of malicious families 
used in the experiment. The experiment shows a 98.26% accuracy performance for detecting intrusion. Jamal 
et al. 2022 [14] propose an ANN model for classifying the malware in IoT networks. The ToN_IoT dataset was 
used in the experiment. It contains ten malicious families. The experiment by the proposed model on the 
dataset shows a 98.17% classification performance in eight malicious families. The comparison with different 
ML models including KNN & NB shows that the proposed ANN model achieves the highest accuracy 
performance.  

Almahmoud et al. 2021 [15] proposed an RNN model for classifying the malware. The dataset contains 2,830 
malicious and non-malicious which are Android package kit files. The experiment of the proposed RNN model 
gives a 98.5% accuracy performance. Comparing the performance of the proposed model with the old ML 
model shows that RNN performance is better than old methods. 

Table 1. Deep Learning Model Performance with Datasets in Malware Classification 

No Authors DL Models Datasets Accuracy 
1 Lin [16] CNN Model Microsoft Challenge Dataset 0.98% 
2 Altunay [17] CNN Model CSE-CIC-IDS2018 0.988% 
3 Cahyani [18] ANN Model Bitcoin Heist Data 0.97% 
4 Kinkead [19] CNN Model Drebin benchmark dataset 0.98% 
5 Cao [20] CNN & GRU UNSW_NB15, NSL-KDD, CIC-IDS2017 0.996% 
6 Joshi [21] ANN Model CTU-13 dataset. 0.994% 
7 Malgwi [22] ANN Model CICIDS2017 0.999% 
8 Pinheiro [23]  DL Model Dataset-I, Dataset-II 0.999% 
9 Mai [24] Dec-DCNN BIG 2015 dataset 0.98% 
10 Qiu [25] MalShuffleNet Malimg dataset 0.99% 

 

Table 1 shows the different deep learning models with their use of datasets for training the model in classifying 
malicious activity. It contains accuracy performance by the models in classifying the malware activity. It 
contains big datasets, and small datasets, of different types including APIs, malicious images, opcodes, and 
normal malicious datasets. 

Table 2 Deep Learning Model Performance According to Feature Selection in Malware Classification 

No Authors Feature Selection Accuracy 
1 Alalhareth [26]  LRGU-MIFS 0.934% 
2 Pashiri [27]  SCA-Algorithm 0.986% 
3 Fu [10] RF-Algorithm 0.999% 
4 Alomari [28] Correlation-Method 0.991% 
5 Almotairi [29]  COA, VVS-PSO 0.986% 
6 Smitha [30] GA-Algorithm 0.985% 

 

Table 2 shows different types of deep learning models that perform in the classification of malicious attacks 
using feature selection. Different types of feature selection techniques are used in deep learning models to 
achieve performance accuracy. 

Table 3 Deep Learning Model Performance in Malware Families in Classification 

No Authors Families Accuracy 
1 Viboonsang [31]  5-class 0.995% 
2 Ma [32] 5-class 0.999% 
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3 Wei [33] 8-class 0.988% 
4 Alzahrani [34] 5-class 0.982% 
5 Awan [35] 25-class 0.971% 
6 Alnajim [36]  25-class 0.981% 
7 Aslan [37] 25-class 0.977% 
8 Jamal [14] 9-class 0.971% 

 

Table 3 shows the different deep learning models' performance in case of multiple classes in the malicious. It 
presents the different model's accuracy performance in multiclass malware classification datasets. 

Table 4 Datasets Types Used in Malware Classification By Deep Learning 

No Authors Datasets Type Accuracy 
1 Smitha [30] Andriod-Malware Andriod-apps 0.938% 
2 Catak [38] Windows APIs APIs Calls 0.985% 
3 Kalyan [7] Binaries Images Data 0.951% 
4 Iqbal [2] Top-PE Imports PE & DLLs 0.996% 
5 Aslan [37] Microsoft Big & Malimg Images Type 0.978% 
6 Almahmoud [15] Andriod Malware Dataset APKs Files 0.981% 
7 KinKead [19] Derbin Dataset Apps 0.981% 
8 Mayhem [39] KDD Cup 1999 Dataset Intrusion  0.955% 
9 Maulana [40] Malware Dataset PE Files 0.986% 

10 Mitsuhashi [41] Malimg Images 0.997% 
 

Table 4 presents the different types of datasets used by deep learning models with their respective 
performance of malware classification. The dataset contains different types and gives different accuracy 
performances. 

Table 5 Existing Contributions in Malware Classification By Deep Learning 

No Authors Contribution 

1 Ayub [42] Proposed ANN model for detecting intrusion. The ransomware sample used belongs 
to 18 families with 99.7% performance achieved. 

2 Pawlicki [43] Proposed ANN model for detecting intrusion. Two datasets were used in the 
experiment which is multiclass 99,9% accuracy performance achieved in 13 families. 

3 Kumar [44] Proposed CNN-BiLSTM for detecting the malware. It uses PE headers file in 
experiment 99.2% accuracy performance with 8 malware class.  

4 Mahendru [45] Proposed an ANN model using the SOM method to detect the malware. The Android 
malware app used in the experiment had 98.7% accuracy achieved to unknown 
classes.  

5 Imtiaz [46] Proposed deep ANN model for detecting the malware. The two class and multiclass 
datasets are used in the experiment. It achieves 0.935% and 0.90% accuracy 
performance. 

 

Table 5 shows the different contributions in malware classification by deep learning models. It contains the 
number of classes covered by the deep learning model in classifying the malware attacks which achieves up 
to 99% accuracy performance. 

A. Limitation 
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In the above different authors' works presented malware classification by deep learning with efficient 
performance. However, there is a need to handle the proper class imbalance issue in the dataset. The 
improved feature extraction and selection technique for refining the data. The multiclass model 
achieves accuracy up to 99% but the time complexity and calculation need to be reduced to overcome 
the computational resources. Different hybrid models are proposed for malware classification but the 
high computation is required in these models the hyperparameters need to be implemented to reduce 
the computation power. The different types of techniques include the PSO and ACO to be used in the 
model to increase the performance. Large datasets with multiclass used in training the hybrid model 
are needed to evaluate the model performance in large scenarios for classifying the malware.   

3. Methodology 

This section contains the method for collecting all existing deep learning model performance. The main purpose is 
to highlight deep learning models' performance in malware classification. It contains papers from different 
repositories including IEEE, Google Scholar, etc. It mainly focuses on malware classification performance, 
datasets, and feature selection and covers the number of malicious families by deep learning approach. The papers 
about 60-70 have been studied and categorized only the deep learning models' performance including the CNN, 
LSTM, and other different models.  It extracts the model performance with datasets with mentions the limitations 
of the research and future direction for further improving the cybersecurity research. The quantitative approach 
was used in this survey to compare the different deep learning models in terms of accuracy.  

. 

4. Results & Discussion 

This section describes all existing research done in malware classification using deep learning techniques. The 
deep learning model CNN performance achieves best in the multiclass approach. The different types of datasets 
nature with used in feature selection are mentioned in it with their performance. It presents the datasets, deep 
learning model, feature selection, authors contribution, and covered malware families. The malware classification 
is accurate and efficient using a deep learning model. 

 
Figure 1 Feature Selection Performance in Malware Classification 

 
Figure 1 shows the different types of feature selection performance in malware classification. The 
above graph shows the comparison of feature selection used in deep learning model for classify 
malware. 
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.  
Figure 2 Deep Learning Model Performance 

 
Figure 2 represents the different types of deep learning models including the CNN, LSTM, & GRU, etc. 
It presents the accuracy performance of the proposed approach till use in classifying the malware. The 
deep learning model approximately reaches 100% performance in malware classification. 
 

 
 

Figure 3 Deep Learning Model Performance in Classification with Different Datasets 
 

Figure 3 shows the different dataset types and deep learning model performance in these datasets. It 
performs up to 99% on all datasets. It contains the APIs, images, PE files, and different malware 
binaries. The datasets may be in different classes of malware. It contains the binary and multiclass 
datasets. 
 

5. Conclusion 

In detail overview of existing work in classification of malicious using deep learning. The CNN model's performance 
in multiclass is best. However the time performance of deep learning CNN needs to be improved in multiclass. The 
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PSO and ACO algorithms need to be implemented to determine the performance. The hybrid deep learning model 
needs to be implemented in malware classification with efficient time performance and class balancing issues in 
the dataset.  
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